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(b) From the result of previous question,

x—(n+1)
Oa=—-"
x—1
Therefore,
n+1)—«
Accordingly,
_ 2(1 —-a)
T (n+1)-a

46. At every second, the bucket volume must not be negative. For a given bucket
depth D, and token rate r, we can calculate the bucket volume v(#) at time #
seconds, and enforce v(¢) to be nonnegative.

v =D-54+r=D—-(5-r=>0

v()=D—-5-5+4+2r=D-2(5-r=0

v2)=D-5-5—-1+43r=D—-(11-3r)>0

v3)=D-5-5—-1+4r=D—-(11-4r)>0

v4)=D-5-5-1-6+5r=D—(17-5r)>0

v5)=D-5-5-1-6—-14+6r=D—-6(3-7r)>0
We define the functions fi (r), (), ..., f5(7) as follows.

AN =5—r

S =26-N=26()2fi() (orl<r<5)
B =11-3r<f(r) (forr=1)
fa(=11—4r<f5(r) (forr>1)

fs(r) =17 —=5r

Jo()=6(3—r)<f(r) (forr>1)
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First of all, for » > 5, f;(r) < 0 for all ;. This means if the token rate is faster
than 5 packets per second any positive bucket depth will suffice (i.e., D > 0).
For 1 <7 <5, we only need to consider 2(r) and f5(r), since other func-
tions are less than these functions. One can easily find () — f5(r) = 3r — 7.
Therefore, the bucket depth D is enforced by the following formula:

L =25—-r (r=3,4,5)

{ﬁ(r): 17-5r (r=1,2)
D>
0 (r=5)

Chapter 7

24 MARY 4377 7 JANUARY 7 2002 2 90000 150000 1

INT | 4 15
INT | 4 | 29496729
INT | 4 | 58993458

10. 15 be 00000000 00000000 00000000 00001111
15 le 00001111 0000000C 00000000 00000000

29496729 be 00000001 11000010 00010101 10011001
29496729 le 10011001 00010101 11000010 00000001

58993458 be 00000011 10000100 00101011 00110010
58993458 le 00110010 00101011 10000100 00000011
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3DES: Triple DES, a version of DES that uses three keys, effectively increasing the key
size and robustness of the encryption.

3G: Third-generation mobile wireless, a class of cellular wireless technologies based on

CDMA.

4B/5B: A type of bit-encoding scheme used in FDDI, in which every 4 bits of data are
transmitted as a 5-bit sequence.

802.3: IEEE Ethernet standard.

802.5: IEEE token ring standard.

802.11: IEEE wireless network standard.

802.17 IEEE resilient packet ring standard.

822: Refers to RFC 822, which defines the format of Internet email messages. See SMTP.

AAL: ATM Adaptation Layer. A protocol layer, configured over ATM. Two AALs are
defined for data communications, AAL3/4 and AALS. Each protocol layer provides a
mechanism to segment large packets into cells at the sender and to reassemble the cells
back together at the receiver.

ABR: (1) Available bit rate. A rate-based congestion-control scheme being developed for
use on ATM networks. ABR is intended to allow a source to increase or decrease its
allotted rate, based on feedback from switches within the network. Contrast with CBR,
UBR, and VBR. (2) Area border router. Router at the edge of an ares in a link-state
protocol.

ACK: An abbreviation for acknowledgment. An acknowledgment is sent by a receiver of
data to indicate to the sender that the data transmission was successful.

additive increase/multiplicative decrease: Congestion window strategy used by TCP.
TCP opens the congestion window at a linear rate, but halves it when losses are experi-
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enced due to congestion. It has been shown that additive increase/multiplicative decrease
is a necessary condition for a congestion-control mechanism to be stable.

AES: Advanced Encryption Standard. A cryptographic cipher that has been proposed to
supersede DES.

AF: Assured forwarding. One of the per-hop behaviors proposed for Differentiated
Services.

ALF: Application Level Framing. A protocol design principle that says that application
programs better understand their communication needs than do general-purpose trans-
port protocols.

AMPS: Advanced mobile phone system. Analog-based cell phone system. Currently be-
ing replaced by digital system, known as PCS.

ANSI: American National Standards Institute. Private U.S. standardization body that
commonly participates in the ISO standardization process. Responsible for SONET.

API: Application programming interface. Interface that application programs use to ac-
cess the network subsystem (usually the transport protocol). Usually OS-specific. The
socket API from Berkeley Unix is a widely used example.

area: In the context of link-state routing, a collection of adjacent routers that share full
routing information with each other. A routing domain is divided into areas to improve
scalability.

ARP: Address Resolution Protocol. Protocol of the Internet architecture, used to translate
high-level protocol addresses into physical hardware addresses. Commonly used on the
Internet to map IP addresses into Ethernet addresses.

ARPA: Advanced Research Projects Agency. One of the research and development orga-
nizations within the Department of Defense. Responsible for funding the ARPANET as
well as the research that led to the development of the TCP/IP Internet. Also known as
DARPA, the D standing for Defense. '

ARPANET: An experimental wide-area packet-switched network funded by ARPA and
begun in the late 1960s, which became the backbone of the developing Internet.

ARQ: Automatic repeat request. General strategy for reliably sending packets over an
unreliable link. If the sender does not receive an ACK for a packet after a certain time
period, it assumes that the packet did not arrive (or was delivered with bit errors) and
retransmits it. Stop-and-wait and sliding window are two example ARQ protocols. Con-
trast with FEC.
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ASN.1: Abstract Syntax Notation One. In conjunction with BER, a presentation-
formatting standard devised by the ISO as part of the OSI architecture.

ATM: Asynchronous transfer mode. A connection-oriented network technology that uses

small, fixed-size packets (called cells) to carry data.
ATMARP: Address Resolution Protocol as enhanced for ATM networks.
ATM Forum: A key ATM standards-setting body.

authentication: Security protocol by which two suspicious parties prove to each other
that they are who they claim to be.

autonomous system (AS): A group of networks and routers, subject to a common au-
thority and using the same intradomain routing protocol.

bandwidth: A measure of the capacity of a link or connection, usually given in units of
bits per second.

Bellman-Ford: A name for the distance-vector routing algorithm, from the names of the
inventors.

BER: Basic encoding rules. Rules for encoding data types defined by ASN.1.

best-effort delivery: The service model of the current Internet architecture. Delivery of
a message is attempted but is not guaranteed.

BGP: Border Gateway Protocol. An interdomain routing protocol by which autonomous
systems exchange reachability information. The most recent version is BGP-4.

BISYNC: Binary Synchronous Communication. A byte-oriented link-level protocol de-
veloped in the late 1960s by IBM.

bit stuffing: A technique used to distinguish control sequences and data on the bit level.
Used by the HDLC protocol.

block: An OS term used to describe a situation in which a process suspends execution
while awaiting some event, such as a change in the state of a semaphore.

Bluetooth: A short-range wireless standard used to connect computers, mobile phones,
and peripheral devices, among other things.

bridge: A device that forwards link-level frames from one physical network to another,
sometimes called a LAN switch. Contrast with repeater and router.



746 Glossary

broadcast: A method of delivering a packet to every host on a particular network or in-
ternet. May be implemented in hardware (e.g., Ethernet) or software (e.g., IP broadcast).

CA: Certification authority (also known as certificate authority). An entity that signs
security certificates, thereby promising that the public key contained in the certificate
belongs to the entity named in the certificate.

CBC: Cipher block chaining. A cryptographic mode in which each plaintext block is
XORed with the previous block of ciphertext before encryption.

CBR: Constant bit rate. A class of service in ATM that guarantees transmission of data
at a constant bit rate, thus emulating a dedicated transmission link. Contrast with 4ABR,

UBR, and VBR.

CCITT: The now defunct Comité Consulsif International de Telegraphique et Telephonique,
a unit of the International Telecommunications Union (ITU) of the United Nations.
Now replaced by ITU-T.

CDMA: Code Division Multiple Access, a form of multiplexing used in wireless
networks.

CDN: Content distribution network. A collection of surrogate web servers, distributed
across the Internet, that respond to web HTTP requests in place of the server. The goal of
widely distributing the surrogate servers is to have a surrogate close to the client, making
it possible to respond to requests more quickly.

cell: A 53-byte ATM packet, capable of carrying up to 48 bytes of data.

certificate: A document digitally signed by one entity that contains the name and public
key of another entity. Used to distribute public keys. Also see CA.

channel: A generic communication term used in this book to denote a logical process-
to-process connection.

checksum: Typically a ones complement sum over some or all of the bytes of a packet,
computed and appended to the packet by the sender. The receiver recomputes the check-
sum and compares it to the one carried in the message. Checksums are used to detect
errors in a packet and may also be used to verify that the packet has been delivered to the
correct host. The term checksum is also sometimes (imprecisely) used to refer generically
to error-detecting codes.

chipping code: Random sequence of bits that is XORed with the data stream to imple-
ment the direct sequence technique of spread spectrum.
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CIDR: Classless interdomain routing. A method of aggregating routes that treats a block
of contiguous Class C IP addresses as a single network.

circuit switching: A general strategy for switching data through a network. It involves
establishing a dedicated path (circuit) between the source and destination. Contrast with
packet switching.

client: The requester of a service in a distributed system.
CLNP: Connectionless Network Protocol. The ISO counterpart to the Internet’s IP.

clock recovery: The process of deriving a valid clock from a serially transmitted digital
signal.

concurrent logical channels: Multiplexing several stop-and-wait logical channels onto a
single point-to-point link. No delivery order is enforced. This mechanism was used by
the IMP-IMP protocol of the ARPANET.

congestion: A state resulting from too many packets contending for limited resources
(e.g., link bandwidth and buffer space on routers or switches), which may force the
router (switch) to discard packets.

congestion control: Any network resource management strategy that has, as its goal, the
alleviation or avoidance of congestion. A congestion-control mechanism may be imple-
mented on the routers (switches) inside the network, by the hosts at the edges of the
network, or by a combination of both.

connection: In general, a channel that must be established prior to use (e.g., by the trans-
mission of some setup information). For example, TCP provides a connection abstrac-
tion that offers reliable, ordered delivery of a byte stream. Connection-oriented networks,
such as ATM, are often said to provide a virtual circuit abstraction.

connectionless protocol: A protocol in which data may be sent without any advance
setup. IP is an example of such a protocol.

context switch: An operation in which an operating system suspends the execution of
one process and begins the execution of another. A context switch involves saving the
state of the former process (e.g., the contents of all registers) and loading the state of the
latter process.

controlled load: One of the service classes available in the Internet’s Integrated Services
architecture.
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CRC: Cyclic redundancy check. An error-detecting code computed over the bytes com-
posing a packet and then appended to the packet by the network hardware (e.g., Ethernet
adaptor). CRC provides stronger error detection than a simple checksum.

crossbar switch: A simple switch design in which every input is directly connected to
every output and the output port is responsible for resolving contention.

CSMA/CD: Carrier Sense Multiple Access with Collision Detect. CSMA/CD is a func-
tionality of network hardware. “Carrier sense multiple access” means that multiple sta-
tions can listen to the link and detect when it is in use or idle; “collision detect” in-
dicates that if two or more stations are transmitting on the link simultaneously, they

will detect the collision of their signals. Ethernet is the best-known technology that uses
CSMA/CD.

cut-through: A form of switching or forwarding in which a packet starts to be transferred
to an output before it has been completely received by the switching node, thus reducing
latency through the node.

datagram: The basic transmission unit in the Internet architecture. A datagram contains
all of the information needed to deliver it to its destination, analogous to a letter in the
U.S. postal system. Datagram networks are connectionless.

DCE: Distributed Computing Environment. An RPC-based suite of protocols and stan-
dards that support distributed computing. Defined by OSE.

DDCMP: Digital Data Communication Message Protocol. A byte-oriented link-level pro-
tocol used in Digital Equipment Corporation’s DECNET.

DDoS: Distributed denial of service. A DoS attack in which the attack originates at a set
of nodes. Each attacking node may put only a marginal load on the target machine, but
the aggregate load from all the attacking nodes swamps the target machine.

DECbit: A congestion-control scheme in which routers notify the endpoints of imminent
congestion by setting a bit in the header of routed packets. The endpoints decrease their
sending rates when a certain percentage of received packets have the bit set.

decryption: The act of reversing an encryption process to recover the data from an en-
crypted message.

delay bandwidth product: The product of a network’s RTT and bandwidth. Gives a
measure of how much data can be in transit on the network.

demultiplexing: Using information contained in a packet header to direct it upward
through a protocol stack. For example, IP uses the ProtNum field in the IP header to
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decide which higher protocol (i.e., TCP, UDP) a packet belongs to, and TCP uses the
port number to demultiplex a TCP packet to the correct application process. Contrast
with multiplexing.

demultiplexing key: A field in a packet header that enables demultiplexing to take place
(e.g., the ProtNum field of IP).

dense mode multicast: PIM mode used when most routers or hosts need to receive mul-
ticast packets.

DES: Data Encryption Standard. An algorithm for data encryption based on a 64-bit
secret key.

DHCP: Dynamic Host Configuration Protocol. A protocol used by a host as it boots or
when it is connected to a network, to learn various network information, such as its IP
address.

DHT: Distributed hash table. A technique by which a message is routed toward a machine
that supports a particular object, based on the object’s name. The object is hashed to a
unique identifier, with each intermediate node along the route forwarding the message
to a node that is able to interpret a larger prefix of this ID. DHTs are often used in
peer-to-peer networks.

Differentiated Services: A new architecture for providing better than best-effort service
on the Internet. It has been proposed as an alternative to Integrated Services.

direct sequence: A spread spectrum technique that involves XORing the data stream
with a random bit sequence known as a chipping code.

distance vector: A lowest-cost-path algorithm used in routing. Each node advertises
reachability information and associated costs to its immediate neighbors, and uses the
updates it receives to construct its forwarding table. The routing protocol RIP uses a
distance-vector algorithm. Contrast with link state.

DMA: Direct memory access. An approach to connecting hosts to I/O devices, in which
the device directly reads data from and writes data to the host’s memory. Also see P1O.

DNA/DECNET: Digital Network Architecture. An OSI-based architecture that supports
a connectionless network model and a connection-oriented transport protocol.

DNS: Domain name system. The distributed naming system of the Internet, used
to resolve host names (e.g., cicada.cs.princeton.edu) into IP addresses (e.g.,
192.12.69.35). The DNS is implemented by a hierarchy of name servers.
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domain: Can refer either to a context in the hierarchical DNS namespace (e.g., the “edu”
domain) or to a region of the Internet that is trea =d as a single entity for the purpose of
hierarchical routing. The latter is equivalent to autonomous system.

DoS: Denial of service. A situation in which an attacking node floods a target node with
so much work (so many packets) that it effectively keeps legitimate users from accessing
the node, hence, they are denied service.

DS3: A 44.7-Mbps transmission link service offered by the phone company. Also
called T3.

DsL: Digital subscriber line. A family of standards for transmitting data over twisted pair
telephone lines at multimegabit-per-second speeds.

duplicate ACK: A retransmission of a TCP acknowledgment. The duplicate ACK does
not acknowledge any new data. The receipt of multiple duplicate ACKs triggers the TCP

fast retransmit mechanism.

DVMRP: Distance Vector Multicast Routing Protocol. Multicast routing protocol origi-
nally used in the MBone.

DWDM: Dense wavelength division multiplexing. Multiplexing multiple light waves
(colors) onto a single physical fiber. The technique is “dense” in the sense that a large
number of optical wavelengths can be supported.

ECN: Explicit congestion notification. A technique by which routers inform end hosts
about congestion by setting a flag in packets they are forwarding. Used in conjunction
with active queue management algorithms like RED.

EF: Expedited forwarding. One of the per-hop behaviors proposed for Differentiated
Services.

EGP: Exterior Gateway Protocol. An early interdomain routing protocol of the Inter-
net, which was used by exterior gateways (routers) of autonomous systems to exchange
routing information with other ASs. Replaced by BGP.

encapsulation: The operation, performed by a lower-level protocol, of attaching a
protocol-specific header and/or trailer to a message passed down by a higher-level pro-
tocol. As a message travels down the protocol stack, it gathers a sequence of headers, of
which the outermost corresponds to the protocol at the bottom of the stack.

encryption: The act of applying a transforming function to data, with the intention that
only the receiver of the data will be able to read it (after applying the inverse function,
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decryption). Encryption generally depends on either a secret shared by the sender and
receiver or on a public/private key pair.

Ethemet: A popular local area network technology that uses CSMA/CD and has a band-
width of 10 Mbps. An Ethernet itself is just a passive wire; all aspects of Ethernet trans-
mission are completely implemented by the host adaptors.

exponential backoff: A retransmission strategy that doubles the timeout value each time
a packet is retransmitted.

exposed node problem: Situation that occurs on a wireless network where two nodes
receive signals from a common source, but each is able to reach other nodes that do not
receive this signal.

extended LAN: A collection of LANs connected by bridges.

fabric: The part of a switch that actually does the switching, that is, moves packets from
input to output. Contrast with porz.

fair queuing (FQ): A round-robin-based queuing algorithm that prevents a badly be-
haved process from capturing an arbitrarily large portion of the network capacity.

fast retransmit: A strategy used by TCP that attempts to avoid timeouts in the presence
of lost packets. TCP retransmits a segment after receiving three consecutive duplicate
ACKs, acknowledging the data up to (but not including) that segment.

FDDI: Fiber Distributed Data Interface. A token ring networking technology designed
to run over optical fiber. ‘

FEC: 1 Forward error correction. A general strategy for recovering from bit errors in-
troduced into data packets without having to retransmit the packet. Redundant
information is included with each packet that can be used by the receiver to
determine which bits in a packet are incorrect. Contrast with ARQ.

2 Forwarding equivalence class. A set of packets that are to receive the same for-
warding treatment at a router. MPLS labels are normally associated with FECs.

Fibre Channel: A bidirectional link protocol commonly used to connect computers, pe-
ripherals, and storage devices. Originally had a bandwidth of 100 MBps but since en-
hanced to GBps speeds.

firewall: A router that has been configured to filter (not forward) packets from certain
sources. Used to enforce a security policy.



752 Glossary

flow control: A mechanism by which the receiver of data throttles the transmission rate
of the sender, so that data will not arrive too quickly to be processed. Contrast with
congestion control.

flowspec: Specification of a flow’s bandwidth and delay requirements presented to the
network to establish a reservation. Used with RSVP.

forwarding: The operation performed by a router on every packet: receiving it on an
input, deciding what output to send it to, and sending it there.

forwarding table: The table maintained in a router that lets it make decisions on how to
forward packets. The process of building up the forwarding table is called rouzing, and
thus the forwarding table is sometimes called a routing table. In some implementations,
the routing and forwarding tables are separate data structures.

fragmentation/reassembly: A method for transmission of messages larger than the net-
work's MTU. Messages are fragmented into small pieces by the sender and reassembled
by the receiver.

frame: Another name for a packet, typically used in reference to packets sent over a single
link rather than a whole network. An important problem is how the receiver detects the
beginning and ending of a frame, a problem known as framing,

Frame Relay: A connection-oriented public packet-switched service offered by the phone
company.

frequency hopping: A spread spectrum technique that involves transmitting data over a
random sequence of frequencies.

FTP: File Transfer Protocol. The standard protocol of the Internet architecture for trans-
ferring files between hosts. Built on top of TCP.

GMPLS: Generalized MPLS. Allows IP to run natively over optically-switched networks.

GPRS: General Packet Radio Service. A packet transmission service provided by celluiar
wireless networks.

GSM: Global System for Mobile communication. Digital cellular phone system being
deployed throughout the world (less so in the United States and Canada). Similar to
PCS, which is being deployed throughout the United States and Canada.

gopher: An Internet information service.

H.323: Session control protocol often used for Internet telephony.
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handle: In programming, an identifier or pointer that is used to access an object.

hardware address: The link-level address used to identify the host adaptor on the local
network.

HDLC: High-Level Data Link Control protocol. An ISO-standard link-level protocol. It
uses bit stuffing to solve the framing problem.

hidden node problem: Situation that occurs on a wireless network where two nodes are
sending to a common destination, but are unaware that the other exists.

hierarchical routing: A multilevel routing scheme that uses the hierarchical structure of
the address space as the basis for making forwarding decisions. For example, packets
might first be routed to a destination network and then to a specific host on that network.

HiPPI: High Performance Parallel Interface. An ANSI-standard network technology ca-
pable of Gbps transmission rates, typically used to connect supercomputers to peripheral
devices. Used in same way as Fibre Channel.

host: A computer attached to one or more networks that supports users and runs appli-
cation programs.

HTML: HyperText Markup Language. A language used to construct World Wide Web
pages.

HTTP: HyperText Transport Protocol. An application-level protocol based on a re-
quest/reply paradigm and used in the World Wide Web. HTTP uses TCP connections

to transfer data.

IAB: Internet Architecture Board. The main body that oversees the development of the
Internet architecture.

IBGP: Interior BGP. The protocol used to exchange interdomain routing information
among routers in the same domain.

ICMP: Internet Control Message Protocol. This protocol is an integral part of IP. It allows
a router or destination host to communicate with the source, typically to report an error
in IP datagram processing.

IEEE: Institute for Electrical and Electronics Engineers. A professional society for engi-
neers that also defines network standards, including the 802 series of LAN standards.

IETF: Internet Engineering Task Force. The body responsible for the specification of
standards and protocols related to the Internet.
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IMAP: Internet Message Access Protocol. An application layer protocol that allows a user
to retrieve her email from a mail server.

IMP-IMP: A byte-oriented link-level protocol used in the original ARPANET.

Integrated Services: Usually taken to mean a packet-switched network that can effec-
tively support both conventional computer data and real-time audio and video. Also, a
name given to a proposed Internet service model that was designed to supplement the
current best-effort service model.

integrity: In the context of network security, a service that ensures that a received message
is the same one that was sent.

interdomain routing: The process of exchanging routing among different routing do-
mains. BGP is an example of an interdomain protocol.

internet: A collection of (possibly heterogeneous) packet-switching networks intercon-
nected by routers. Also called an internetwork.

Internet: The global internet based on the Internet (TCP/IP) architecture, connecting
millions of hosts worldwide.

interoperability: The ability of heterogeneous hardware and multivendor software to
communicate by correctly exchanging messages.

interrupt: An event (typically generated by a hardware device) that tells the operating
system to stop its current activity and take some action. For example, an interrupt is
used to notify the OS that a packet has arrived from the network.

intradomain routing: The exchange of routing information within a single domain or
autonomous system. RIP and OSPF are example intradomain protocols.

IP: Internet Protocol (also known as IPv4). A protocol that provides a connectionless,
best-effort delivery service of datagrams across the Internet.

IPng: Internet Protocol—Next Generation (also known as IPv6). Proposed version of IP
that provides a larger, more hierarchical address space and other new features.

IPSEC: IP Security. An architecture for authentication, privacy, and message integrity,
among other security services to the Internet architecture.

IRTF: Internet Research Task Force. A sibling body to the IETE, responsible for charting
direction in research and development for the Internet.

IS-I1S: A link-state routing protocol, similar to OSPE.
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ISDN: Integrated Services Digital Network. A digital communication service offered by
telephone carriers and standardized by ITU-T. ISDN combines voice connection and
digital data services in a single physical medium.

ISO: International Standards Organization. The international body that drafted the
seven-layer OSI architecture and a suite of protocols that has not enjoyed commercial
success.

ITU-T: A subcommittee of the International Telecommunications Union, a global body
that drafts technical standards for all areas of international analog and digital communi-
cation. ITU-T deals with standards for telecommunications, notably ATM.

jitter: Variation in network latency. Large jitter has a negative impact on the quality of
video and audio applications.

JPEG: Joint Photographic Experts Group. Typically used to refer to a widely used algo-
rithm for compressing still images that was developed by the JPEG.

Kerberos: A TCP/IP-based authentication system developed at MIT, in which two hosts
use a trusted third party to authenticate each other.

key distribution: Mechanism by which users learn each others’ public keys through the
exchange of digitally signed certificates.

LAN: Local area network. A network based on any physical network technology that is
designed to span distances of up to a few thousand meters (e.g., Ethernet or FDDI).
Contrast with SAN, MAN, and WAN.

LANE: Local area network emulation. Adding functionality to ATM to make it behave
like a shared-media (i.e., Ethernet-like) LAN.

LAN switch: Another term for a bridge, usually applied to a bridge with many ports. Also
called an Ethernet switch if the link technology it supports is Ethernet.

latency: A measure of how long it takes a single bit to propagate from one end of a link
or channel to the other. Latency is measured strictly in terms of time.

LDAP: Lightweight Directory Access Protocol. A subset of the X.500 directory service
that has recently become a popular directory service for information about usets.

LER: Label edge router. A router at the edge of an MPLS cloud. Performs a complete IP
lookup on arriving IP packets, and then applies labels to them as a result of the lookup.

link: A physical connection between two nodes of a network. It may be implemented
over copper or fiber-optic cable or it may be a wireless link (e.g., 2 satellite).
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 link-level protocol: A protocol that is responsible for delivering frames over a directly
connected network (e.g., an Ethernet, token ring, or point-to-point link). Also called
link-layer protocol.

link state: A lowest-cost-path algorithm used in routing. Information on directly con-
nected neighbors and current link costs are flooded to all routers; each router uses this
information to build a view of the network on which to base forwarding decisions. The
OSPF routing protocol uses a link-state algorithm. Contrast with distance vector.

LSR: Label-switching router. A router that runs IP control protocols, but uses the label
switching forwarding algorithm of MPLS.

MAC: Media access control. Algorithms used to control access to shared-media networks
like Ethernet and FDDI.

MACA: Multiple access with collision avoidance. Distributed algorithm used to mediate
access to a shared media.

MACAW: Multiple access with collision avoidance for wireless. Enhancement of the gen-
eral MACA algorithm to better support wireless networks. Used by 802.11.

MAN: Metropolitan area network. A network based on any of several new network tech-
nologies that operate at high speeds (up to several Gbps) and across distances wide
enough to span a metropolitan area. Contrast with SAN, LAN, and WAN.

Manchester: A bit-encoding scheme that transmits the exclusive-OR of the clock and
the NRZ-encoded data. Used on the Ethernet.

MBone: Multicast backbone. A logical network imposed over the top of the Internet, in
which multicast-enhanced routers use tunneling to forward multicast datagrams across
the Internet.

MD5: Message Digest version 5. An efficient cryptographic checksum algorithm com-
monly used to verify that the contents of a message are unaltered.

MIB: Management information base. Defines the set of network-related variables that
may be read or written on a network node. The MIB is used in conjunction with SNMP

MIME: Multipurpose Internet Mail Extensions. Specifications for converting binary data
(such as image files) to ASCII text, which allows it to be sent via email.

Mosaic: A once-popular and free graphical World Wide Web browser developed at the
National Center for Supercomputing Applications at the University of Illinois.

MP3: MPEG Layer 3. Audio compression standard used with MPEG.
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MPEG: Moving Picture Experts Group. Typically used to refer to an algorithm for com-
pressing video streams developed by the MPEG.

MPLS: Multiprotocol Label Switching. A collection of techniques used to effectively im-
plement IP routers on top of level 2 (e.g., ATM) switches.

MSAU: Multistation access unit. A device used in token ring networks to connect several
stations to the ring and remove them in the event of failure.

MSDP: Multicast Source Discovery Protocol. A protocol used to facilitate interdomain
multicast.

MTU: Maximum transmission unit. The size of the largest packet that can be sent over a
physical network.

multicast: A special form of broadcast in which packets are delivered to a specified sub-
group of network hosts.

multiplexing: Combining distinct channels into a single, lower-level channel. For ex-
ample, separate TCP and UDP channels are multiplexed into a single host-to-host IP
channel. The inverse operation, demultiplexing, takes place on the receiving host.

name resolution: The action of resolving host names (which are easy for humans to read)
into their corresponding addresses (which machines can read). See DNS.

NAT: Network address translation. A technique for extending the IP address space that
involves translating between globally understood IP addresses and local-only addresses at
the edge of a network or site.

NDR: Network Data Representation. The data-encoding standard used in the Distrib-
uted Computing Environment (DCE), as defined by the Open Software Foundation.
NDR uses a receiver-makes-right strategy and inserts an architecture tag at the front of
each message.

network-level protocol: A protocol that runs over switched networks, directly above the
link level.

NFS: Network File System. A popular distributed file system developed by Sun Microsys-
tems. NFS is based on SunRPC, an RPC protocol developed by Sun.

NIST: National Institute for Standards and Technology. The official U.S. standardization
body.

node: A generic term used for individual computers that make up a network. Nodes
include general-purpose computers, switches, and routers.
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NRZ: Nonreturn to zero. A bit-encoding scheme that encodes a 1 as the high signal and
a 0 as the low signal.

NR2I: Nonreturn to zero inverted. A bit-encoding scheme that makes a transition from
the current signal to encode a 1 and stays at the current signal to encode a 0.

NSF: National Science Foundation. An agency of the U.S. government that funds sci-
entific research in the United States, including research on networks and on the Internet
infrastructure.

nv: Network video. A videoconferencing application.

OC: Optical carrier. The prefix for various rates of SONET optical transmission. For
example, OC-1 refers to the SONET standard for 51.84-Mbps transmission over fiber.
An OC-# signal differs from an STS-# signal only in that the OC-# signal is scrambled
for optical transmission.

ONC: Open Network Computing. A version of SunRPC that is being standardized for
the Internet.

optical switch: A switching device that forwards optical lightwaves from input port to
output port without converting to electrical format.

OSF: Open Software Foundation. A consortium of computer vendors that have defined
standards for distributed computing, including the NDR presentation format.

0SlI: Open Systems Interconnection. The seven-layer network reference model devel-
oped by the ISO. Guides the design of ISO and ITU-T protocol standards.

OSPF: Open Shortest Path First. A routing protocol developed by the IETF for the Inter-
net architecture. OSPF is based on a /ink-state algorithm, in which every node constructs
a topography of the Internet and uses it to make forwarding decisions. Today known as
Open Group.

overlay: A virtual (logical) network running on top of an existing physical network.
Overlay nodes communicate with each other through tunnels rather than over physical
links. Overlays are often used to deploy new network services since they do not require
the cooperation of the existing network infrastructure.

packet: A data unit sent over a packet-switched network. Also see frame and segment.

packet switching: A general strategy for switching data through a network. Packet
switching uses store-and-forward switching of discrete data units called packets, and im-
plies statistical multiplexing.
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participants: A generic term used to denote the processes, protocols, or hosts that are
sending messages to each other.

PAWS: Protection against wrapped sequence numbers. Engineering transport protocol
with a large enough sequence number space to protect against the numbers wrapping
around on a network where packets can be delayed for a long period of time.

PCS: Personal Communication Services. New digital cellular phone system being de-
ployed throughout the United States and Canada. Similar to GSM, which is being de-
ployed throughout the rest of the world.

PDU: Protocol data unit. Another name for a packet or frame.

peer: A counterpart on another machine that a protocol module interoperates with to
implement some communication service.

peer-to-peer networks: A general class of applications that integrate application logic
(e.g., file storage) with routing. Popular examples include Napster and Gnutella. Re-
search prototypes often use distributed hash tables.

PEM: Privacy Enhanced Mail. Extensions to Internet email that support privacy and
integrity protection. See also PGP

PGP: Pretty Good Privacy. A collection of public domain software that provides privacy
and authentication capabilities using RSA and that uses a mesh of trust for public key
distribution.

PHB: Per-hop behavior. Behavior of individual routers in the Differentiated Services ar-
chitecture. AF and EF are two proposed PHBs.

physical-level protocol: The lowest layer of the OSI protocol stack. Its main function
is to encode bits onto the signals that are propagated across the physical transmission
media.

piconet: Wireless network spanning short distances (e.g., 10m). Used to connect office
computers (laptops, printers, PDAs, workstations, etc.) without cables.

PIM: Protocol Independent Multicast. A multicast routing protocol that can be built on
top of different unicast routing protocols.

Ping: A Unix utility used to test the RTT to various hosts over the Internet. Ping
sends an ICMP ECHO_REQUEST message, and the remote host sends an ECHO_
RESPONSE message back.
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PIO: Programmed input/output. An approach to connecting hosts to I/O devices, in
which the CPU reads data from and writes data to the I/O device. Also see DMA.

poison reverse: Used in conjunction with split horizon. A heuristic technigue to avoid
routing loops in distance-vector routing protocols.

port: A generic term usually used to mean the point at which a network user attaches
to the network. On a switch, a port denotes the input or output on which packets are
received and sent.

POTS: Plain old telephone service. Used to specify the existing phone service, in contrast
to ISDN, ATM, or other technologies that the telephone companies offer now or may
offer in the future.

PPP: Point-to-Point Protocol. Data link protocol typically used to connect computers
over a dial-up line.

process: An abstraction provided by an operating system to enable different operations
to take place concurrently. For example, each user application usually runs inside its own
process, while various operating system functions take place in other processes.

promiscuous mode: A mode of operation for a network adaptor in which it receives all
frames transmitted on the network, not just those addressed to it.

protocol: A specification of an interface between modules running on different ma-
chines, as well as the communication service that those modules implement. The term is
also used to refer to an implementation of the module that meets this specification. To
distinguish between these two uses, the interface is often called a protocol specification.

proxy: An agent sitting between a client and server that intercepts messages and provides
some service. For example, a proxy can “stand in” for a server by responding to client
requests, perhaps using data it has cached, without contacting the server.

pseudoheader: A subset of fields from the IP header that are passed up to transport pro-
tocols TCP and UDP for use in their checksum calculation. The pseudoheader contains
source and destination IP addresses and IP datagram length, thus enabling detection of
corruption of these fields or delivery of a packet to an incorrect address.

public key encryption: Any of several encryption algorithms (e.g., RSA) in which each
participant has a private key (shared with no one else) and a public key (available to
everyone). A secure message is sent to a user by encrypting the data with that user’s
public key; possession of the private key is required to decrypt the message, and so only
the receiver can read it.
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QoS: Quality of service. Packet delivery guarantees provided by a network architecture.
Usually related to performance guarantees, such as bandwidth and delay. The Internet
offers a best-effort delivery service, meaning that every effort is made to deliver a packet
but delivery is not guaranteed.

RED: Random early detection. A queuing discipline for routers in which, when conges-
tion is anticipated, packets are randomly dropped to alert the senders to slow down.

rendezvous point: A router used by PIM to allow receivers to learn about senders.

repeater: A device that propagates electrical signals from one Ethernet cable to another.
There can be a maximum of two repeaters between any two hosts in an Ethernet. Re-
peaters forward signals, whereas éridges forward frames, and routers and switches forward
packets.

REST: Representational State Transfer. An approach to building web services that uses
HTTP as the generic application protocol.

reverse-path broadcast (RPB): A technique used to eliminate duplicate broadcast
packets.

RFC: Request for Comments. Internet reports that contain, among other things, specifi-
cations for protocols like TCP and IP.

RIO: RED with In and Out. A packet drop policy based on RED, but involving two drop
curves: one for packets that have been marked as being “in” profile and one for packets
that have been marked “out” of profile. Designed to be used to implement differentiated

services.

RIP: Routing Information Protocol. An intradomain routing protocol supplied with
Berkeley Unix. Each router running RIP dynamically builds its forwarding table based
on a distance-vector algorithm.

router: A network node connected to two or more networks that forwards packets from
one network to another. Contrast with bridge, repeater, and switch.

routing: The process by which nodes exchange topological information to build correct
forwarding tables. See forwarding, link state, and distance vector.

routing table: See forwarding table.

RPC: Remote Procedure Call. Synchronous request/reply transport protocol used in
many client/server interactions.
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RPR: Resilient Packet Ring. A type of ring network that is mostly used in metropolitan
area networks. See 802.17.

RSA: A public-key encryption algorithm named after its inventors: Rivest, Shamir, and
Adleman.

RSVP: Resource Reservation Protocol. A protocol for reserving resources in the network.
RSVP uses the concept of soff state in routers and puts responsibility for making reserva-
tions on receivers instead of on senders.

RTCP: Real-time Transport Control Protocol. Control protocol associated with RTP.

RTP: Real-time Transport Protocol. An end-to-end protocol used by multimedia appli-
cations that have real-time constraints.

RTT: Round-trip time. The time it takes for a bit of information to propagate from one
end of a link or channel to the other and back again; in other words, double the latency
of the channel.

SAN: Storage area network. A network that spans the components of a computer system
(e.g., display, camera, disk). Includes interfaces like HiPPI and Fibre Channel. Contrast
with LAN, MAN, and WAN.

schema: A specification of how to structure and interpret a set of data. Schema are

defined for XML documents.

scrambling: The process of XORing a signal with a pseudorandom bitstream before
transmission to cause enough signal transitions to allow clock recovery. Scrambling is

used in SONET.

SDP: Session Description Protocol. An application layer protocol used to learn about
the available audio/video channels. It reports the name and purpose of the session, start
and end times for the session, the media types (e.g., audio, video) that comprise the ses-
sion, and detailed information needed to receive the session (e.g., the multicast address,
transport protocol, and port numbers to be used).

segment: A TCP packet. A segment contains a portion of the byte stream that is being
sent by means of TCP.

semaphore: A variable used to support synchronization between processes. Typically
a process blocks on a semaphore while it waits for some other process to signal the
semaphore.

server: The provider of a service in a client/server distributed system.
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SHA: Secure Hash Algorithm. A family of cryptographic hash algorithms.

signalling: At the physical level, denotes the transmission of a signal over some physical
medium. In ATM, signalling refers to the process of establishing a virtual circuit.

silly window syndrome: A condition occurring in TCP that may arise if each time the
receiver opens its receive window a small amount, the sender sends a small segment to
fill the window. The result is many small segments and an inefficient use of bandwidth.

SIP: Session Initiation Protocol. An application layer protocol used in multimedia appli-
cations. It determines the correct device with which to communicate to reach a particular
user, determines if the user is willing or able to take part in a particular communication,
determines the choice of media and coding scheme to use, and establishes session para-
meters (e.g., port numbers).

sliding window: An algorithm thart allows the sender to transmit multiple packets (up
to the size of the window) before receiving an acknowledgment. As acknowledgments
are returned for those packets in the window that were sent first, the window “slides”
and more packets may be sent. The sliding window algorithm combines reliable delivery

with a high throughput. See ARQ.

slow start: A congestion-avoidance algorithm for TCP that attempts to pace outgoing
segments. For each ACK that is returned, two additional packets are sent, resulting in an
exponential increase in the number of outstanding segments.

SMDS: Switched Multimegabit Data Service. A service supporting LAN-to-WAN con-
nectivity, offered by some telephone companies.

SMTP: Simple Mail Transfer Protocol. The electronic mail protocol of the Internet.
See 822.

SNA: System Network Architecture. The proprietary network architecture of IBM.

SNMP: Simple Network Management Protocol. An Internet protocol that allows the
monitoring of hosts, networks, and routers.

SOAP: A component of the web services framework for specifying and implementing
application protocols.

socket: The abstraction provided by Unix that provides the application programming
interface (API) to TCP/IP.

soft state: Connection-related information contained in a router that is cached for a
limited period of time rather than being explicitly established (and requiring explicit
teardown) through a connection setup.
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SONET: Synchronous Optical Network. A clock-based framing standard for digital trans-
mission over optical fiber. It defines how telephone companies transmit data over optical
networks.

source routing: Routing decisions performed at the source before the packet is sent. The
route consists of the list of nodes that the packet should traverse on the way to the
destination.

source-specific multicast: A mode of multicast in which a group may have only a single
sender.

sparse mode multicast: A mode used in PIM when relatively few hosts or routers need
to receive multicast data for a certain group.

split horizon: A method of breaking routing loops in a distance-vector routing algo-
rithm. When a node sends a routing update to its neighbors, it does not send those
routes it learned from each neighbor back to that neighbor. Split horizon is used with
poison reverse.

spread spectrum: Encoding technique that involves spreading a signal over a wider fre-
quency than necessary, so as to minimize the impact of interference.

SSL: Secure Socket Layer. A protocol layer that runs over TCP to provide authentication
and encryption of connections. Also known as Transport Layer Security (TLS).

statistical multiplexing: Demand-based multiplexing of multiple data sources over a
shared link or channel.

stop-and-wait: A reliable transmission algorithm in which the sender transmits a packet
and waits for an acknowledgment before sending the next packet. Compare with sliding
window and concurrent logical channels. See also ARQ.

STS: Synchronous Transport Signal. The prefix for various rates of SONET transmis-
sion. For example, STS-1 refers to the SONET standard for 51.84-Mbps transmission.

subnetting: The use of a single IP network address to denote multiple physical networks.
Routers within the subnetwork use a subnet mask to discover the physical network to
which a packet should be forwarded. Subnetting effectively introduces a third level to
the two-level hierarchical IP address.

SunRPC: Remote procedure call protocol developed by Sun Microsystems. SunRPC is
used to support NFS. See also ONC.
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switch: A network node that forwards packets from inputs to outputs based on header
information in each packet. Differs from a router mainly in that it typically does not
interconnect networks of different types.

switching fabric: The component of a switch that directs packets from their inputs to
the correct outputs.

T1: A standard telephone carrier service equal to 24 ISDN circuits, or 1.544 Mbps. Also
called DSI.

T3: A standard telephone carrier service equal to 24 T1 circuits, or 44.736 Mbps. Also
called DS3.

TCP: Transmission Control Protocol. Connection-oriented transport protocol of the In-
ternet architecture. TCP provides a reliable, byte-stream delivery service.

TDMA: Time Division Multiple Access. A form of multiplexing used in cellular wireless
networks. Also the name of a particular wireless standard.

Telnet: Remote terminal protocol of the Internet architecture. Telnet allows you to in-
teract with a remote system as if your terminal is directly connected to that machine.

throughput: The observed rate at which data is sent through a channel. The term is
often used interchangeably with bandwidth.

TLS: Transport Layer Security. Security services that can be layered on top of a transport
protocol like TCP. It is often used by HTTP to perform secure transactions on the World
Wide Web. Derived from SSL.

token bucket: A way to characterize or police the bandwidth used by a flow. Conceptu-
ally, processes accumulate tokens over time, and they must spend a token to transmit a
byte of data and then must stop sending when they have no tokens left. Thus, overall
bandwidth is limited, with the accommodation of some burstiness.

token ring: A physical network technology in which hosts are connected in a ring. A to-
ken (bit pattern) circulates around the ring. A given node must possess the token before
it is allowed to transmit. 802.5 and FDDI are examples of token ring networks.

TP4: OSI Transport Protocol Class 4. The most powerful OSI transport protocol. TP4
is the ISO equivalent of TCP.

transport protocol: An end-to-end protocol that enables processes on different hosts to
communicate. TCP is the canonical example.
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TTL: Time to live. Usually a measure of the number of hops (routers) an IP datagram
can visit before it is discarded.

tunneling: Encapsulating a packet using a protocol that operates at the same layer as the
packet. For example, multicast IP packets are encapsulated inside unicast IP packets to
tunnel across the Internet to implement the MBone. Tunneling will also be used during
the transition from IPv4 to IPv6.

two-dimensional parity: A parity scheme in which bytes are conceptually stacked as a
matrix, and parity is calculated for both rows and columns.

Tymnet: An early network in which a virzual circuit abstraction was maintained across a
set of routers.

UBR: Unspecified bit rate. The “no frills” service class in ATM, offering best-effort cell
delivery. Contrast with ABR, CBR, and VBR.

UDP: User Datagram Protocol. Transport protocol of the Internet architecture that pro-
vides a connectionless datagram service to application-level processes.

UMTS: Universal Mobile Telecommunications System. Cellular wireless standard based
on wideband CDMA that offers relatively high data rates.

unicast: Sending a packet to a single destination host. Contrast with broadcast and
multicast.

URL: Uniform Resource Identifier. A generalization of the URL. Used for example, in
conjunction with SIP to set up audio/visual sessions.

URL: Uniform Resource Locator. A text string used to identify the location of Internet
resources. A typical URL looks like http://www.cisco.com. In this URL, http is the
protocol to use to access the resource located on host www.cisco.com.

vat: Audioconferencing tool used on the Internet that runs over RTP

VBR: Variable bit rate. One of the classes of service in ATM, intended for applications
with bandwidth requirements that vary with time, such as compressed video. Contrast

with ABR, CBR, and UBR.

VCI: Virtual circuit identifier. An identifier in the header of a packet that is used for
virtual circuit switching. In the case of ATM, the VPI and VCI together identify the

end-to-end connection.

vic: Unix-based videoconferencing tool that uses RTP



Glossary 767

virtual circuit: The abstraction provided by connection-oriented networks such as ATM.
Messages must usually be exchanged between participants to establish a virtual circuit
(and perhaps to allocate resources to the circuit) before data can be sent. Contrast with
datagram.

virtual clock: A service model that allows the source to reserve resources on routers using
a rate-based description of its needs. Virtual clock goes beyond the best-effort delivery
service of the current Internet.

VPI: Virtual path identifier. An 8-bit or 12-bit field in the ATM header. VPI can be used
to hide multiple virtual connections across a network inside a single virtual “path,” thus
decreasing the amount of connection state that the switches must maintain. See also VCI.

VPN: Virtual private network. A logical network overlaid on top of some existing net-
work. For example, a company with sites around the world may build a virtual network
on top of the Internet rather than lease lines between each site.

WAN: Wide area network. Any physical network technology that is capable of spanning
long distances (e.g., cross-country). Compare with SAN, LAN, and MAN.

weighted fair queuing (WFQ): A variation of fair queuing in which each flow can be
given a different proportion of the network capacity.

well-known port: A port number that is, by convention, dedicated for use by a particular
server. For instance, the Domain Name Server receives messages at well-known UDP and
TCP port 53 on every host.

WSDL: Web Services Description Language. A component of the web services frame-
work for specifying and implementing application protocols.

WWW: World Wide Web. A hypermedia information service on the Internet.
X.25: The ITU packet-switching protocol standard.

X.400: The ITU electronic mail standard. The counterpart to SMTP in the Internet
architecture.

X.500: The ITU directory services standard, which defines an attribute-based naming
service.

X.509: An ITU standard for digital certificates.

XDR: External Data Representation. Sun Microsystems’ standard for machine-independ-
ent data structures. Contrast with ASN.1 and NDR.
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XML: Extensible Markup Language. Defines a syntax for describing data that may be
passed between Internet applications.

XSD: XML Schema Definition. A schema language for defining the format and inter-
pretation of XML objects.

zone: A partition of the domain name hierarchy, corresponding to an administrative
authority that is responsible for that portion of the hierarchy. Each zone must have at
least two name servers to field DNS requests for the zone.
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mobile, 291-94
multicast, 32943
multicast address, 330
normal communication, 330
packet format, 237-39
QoS, 518
“run over anything” ability, 237
scalability, 515
service model, 23648
version 4 (IPv4), 318, 319
version 6 (IPv6), 232, 318-29-
virtual networks and tunnels,
262-66
Internets, 9
Internet Security Association and
Key Management Protocol
(ISAKMP), 623
Internetworking, 232~379
defined, 234-35
global addresses, 24850
heterogeneity, 232
heterogeneous, 233
Internet, 297-329
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Internetworking (continued)
MPLS, 343-56
multicast, 329-43
routing, 266-97
service model, 23648
simple, 23266
Internetworks
defined, 234
illustrated, 235, 236
as network of networks, 234
tunnels through, 264
Interpacket gap, 50
Intradomain routing, 267
defined, 267
integration, 313-15
See also Routing
1/O bus, 69, 209
IP addresses
anycast, 328
global unicast, 321-24
IPv6, 319-24
multicast, 330
notation, 321
not specifying, 35
space exhaustion, 304
variable-length prefix match,
306
See also Addresses
IP Security (IPsec), 62225
ESP format, 624
transport mode, 623
tunnel mode, 623
See also Secutity
IP tunnels, 263-366
contacting routers with, 265
defined, 263
downside, 266
illustrated, 264
IPv6, 318-29
128-bit address space, 319
address assignment, 323
address notation, 321
address prefix assignment, 320
address space allocation,
320-21
advanced routing capabilities,
328-29

autoconfiguration, 326-28

deployment, 358

fragmentation extension header,
326

global unicast addresses,
321-24

historical perspective, 318-19

IPv4 transition to, 322-23

MLD, 331

NAT, 327-29

packet format, 324-26

packet header, 325

provider-based unicast address,
324

routing, 319-20

stateless autoconfiguration, 327

See also Internet Protocol (IP)

J

Jacobson/Karels algorithm, 405-6

clock and, 406
introduction, 405
new approach, 405-6
problem, 405
JavaScript Object Notation
(JSON), 677
Jitter, 50
Joint Photographic Experts
Group. See JPEG
compression
JPEG compression, 542, 561-66
block diagram, 561
color images, 565-66
control, 566
DCT phase, 56263
defined, 561-62
encoding phase, 564-65
phases, 561-62
quantization phase, 563-64
See also Compression

K

Karn/Partridge algorithm, 4045
Kerberos, 608-11
authentication illustration, 610

authentication server (AS), 610
clients, 609
defined, 608

Key predistribution, 599604
public keys, 599601
symmetric keys, 604

Kilo (K), 45

Known plaintext attack, 590

L

Label switching routers (LSRs),
347
ATM switches functioning as,
348
defined, 347
edge routers and, 349
LAN emulation (LANE), 207
LAN emulation configuration
server (LECS), 209
Last-mile links, 74-77
ADSL, 75-76, 77
CATV, 76-77
ISDN, 75
POTS, 74
VDSL, 76, 77
See also Links
Latency, 40-44
bandwidth relationship, 47, 48
components, 42
defined, 40
measurement, 41-42
memory, 70
perceived, 43
pipe length and, 44
propagation delay, 42
queuing delays, 42
speed-of-light, 42
TCP, 438
UDP 438
unit transmission time, 42
Layering
examples, 20
features, 2021
Learning bridges, 184-87
illustrated, 184
implementation, 185-87



Leased lines, 73-74
Lempel-Ziv (LZ) compression,
560-61
Length tags, 548
Lightweight Directory Access
Protocol (LDAP), 663
Link Control Protocol (LCP), 86
Links, 7-10, 71-79
attributes, 71-72
baud rate, 80-81, 82
cable, 72-73
defined, 7
efficient utilization, 198
full-duplex, 72
half-duplex, 72
implementation, 71
last-mile, 74-77
leased line, 73-74
media, 71
multiple-access, 7
network adaptors, 67
point-to-point, 7
SONET, 89, 91
wireless, 77-79
Link-state packets (LSPs), 277-78
defined, 277
flooding of, 279
generation avoidance, 279
information, 277-78
sequence numbers, 279
time to live, 280
Link-state routing, 269, 277-86
defined, 277
example network, 282
LSPs, 277-78
OSPF, 283-86
reliable flooding, 277-80
route calculation, 280-83
routing table, 282
See also Routing
Listen operation, 33
Little-endian form
defined, 544
illustrated, 545
Load balancing, 284
Local area networks (LANs), 14
ATM in, 206-9

designated bridges, 189
extended, 184, 188
shared-media, 183
switches, 183-94
switching, 167
Localization, 149
Local loop, 75
Local traffic, 309
Logical IP subnet (LIS), 257
Lossless compression
algorithms, 559-61
defined, 558
delta encoding, 560
dictionary-based methods,
560-61
differential pulse code
modulation (DPCM),
559-60
Lempel-Ziv (LZ), 560-61
run length encoding (RLE),
559
See also Compression
Lossy compression
algorithms, 557-58
defined, 557

See also Compression

Macroblocks, 567, 568
Mail readers, 646, 649
Main profile MPEG-2 stream,
571,572
Management information base
(MIB), 643
defined, 667
groups, 667
variables, 668
Manchester encoding, 82
Man-in-the-middle attack, 612
Many-to-many communication,
330
Markup languages, 553-57
Master key, 607
Maximum transmission unit
(MTU), 240
MBone, 265
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Measured performance, 41
Media access control (MAC), 119
address, 253
token ring, 127-28
Media gateway (MG), 577
Mega (M), 45
Memory bandwidth, 69
Memory latency, 70
MEMS (Microelectromechanical
Systems), 183
Mesh networks, 135
Message authentication code
(MAC), 597-98
Message buffers, 39
Message digest, 596
Message Digest 5 (MD5), 597
Message exchange parterns
(MEPs), 671
Messages
ciphertext, 589
defined, 69
DHCP, 260
example data structure, 40
incoming/outgoing, copying,
39
SDP, 682, 693
SIP session, 685
tagged, 54748
Message stream channels, 17
Message Stream Protocol (MSP),
22
Metropolitan area networks
(MANY:), 14
RPRin, 132
WiMAX, 143
Middleware, 657
MIME, 64345
image types, 644
messages, 645
pieces, 644
Mobile IP, 289-94
foreign agent, 291
home agent, 291
route optimization, 293-94
security challenges, 294
Mobile networks, 294
Mobility agents, 291
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Modulation, 71
Modulo hashing scheme, 718
Motes, 149
Motion compression, 575-76
Motion estimation, 569
Motion-JPEG, 575
Moving Picture Experts Group.
See MPEG
MP3, 575-76
compression ratios, 576
quantization tables, 576
MPEG, 566-75
computation expense, 570
defined, 566
effectiveness, 569-70
encoding, 569
frame types, 56669
groups of pictures (GOP),
572-73
main profile, 571, 572
motion estimation, 569
performance, 569-70
stream, packetizing, 574
stream decoding, 567
transmitting over a network,
571-75
video stream format, 571
MPEG-4, 570
Multicast, 329-43
addresses, 120, 330, 331-32
any source (ASM), 331
backbone, 265
defined, 10
distribution trees, 332
end-system, 697-700
frames, 192
implementation, 192
interdomain, 338-39
protocol fate, 34143
protocol-independent (PIM),
334-38

receiver-driven layered (RLM),

574
routing, 33243

source-specific (SSM), 331, 340

using, 330

Multicast backbone (MBone),
696

Multicast Listener Discovery
(MLD), 331

Multicast Open Shortest Path
First (MOSPF), 34142

Multicast Source Discovery
Protocol (MSDP), 338-39

defined, 338

information broadcast, 338-39

operation, 339
peer RD, 339
Multihomed AS, 309
Multimedia applications, 426,
678-93
call control, 687-88
H.323, 687-88
resource allocation, 688-93
SDP, 680-82
session control, 679-86
SIP, 68286
See also Applications

Multiparty conferencing tool, 426

Multiple-access links, 7
Multiple access with collision
avoidance (MACA), 140
Multiplexing, 25-26
defined, 11
DWDM, 180-81
FDM, 12
multiple logical flows, 11
SONET support, 90
statistical, 12
STDM, 12
Multiprotocol label switching
(MPLS), 233, 343-56
applications, 354
defined, 34344
deployment, 354-55
destination-based forwarding,
344-50
exact match algorithm, 346
explicit routing, 350-51
forwarding equivalence class
(FEC), 347
generalized (GMPLS), 350
header, 353

label forwarding mechanism,
346

labels, 347, 355

label swapping, 351

label switching routers (LSRs),
347

layer, 348

routers, 344

tunnels, 352-56

VPNs, 352-56

Multistation access unit (MSAU),

126

Nagle’s algorithm, 402-3

Name resolution, 663—66
client query, 664
example illustration, 665
See also Domain name system

(DNS)

Name servers, 659-63
hierarchy illustration, 660
levels, 661-62
resource records, 661, 662
zones, 659, 660
See also Domain name system

(DNS)
Namespace, 657
Naming conventions, 663-64
Napster, 702, 703
N-bit chipping code, 78
Needham-Schroeder
authentication protocol,
608, 609

Negative acknowledgments
(NAK), 107

Nethostbyname utility, 33-34

Network adaptors, 67
block diagram, 68
design issues, 68
frames, 68—69
links, 67

Network address translation

(NAT), 327-29, 358
anycast address, 328
boxes, 328, 329



defined, 327
popularity, 329
Network architectures, 3, 19-30
defined, 19
encapsulation, 24-25
Internet, 28-30
layering, 20-24
multiplexing/demultiplexing,
25-26
OS], 26-28
protocols, 20-24
Network Data Representation
(NDR), 553
Network designers, 6
Network-induced jitter, 50
Network model, 458-62
Network provider, 7
Networks
applications, 46
backbone, 322
building blocks, 2
connectionless, 171-72
connectivity, 7-10
CSMA, 64
defined, 2
direct link, 64-165
Ethernet, 116-24
FDDI, 240
fish, 350
generality, 2
as graphs, 268-69
growth, 50-51
high-speed, 4648
interconnection, 10
mobile, 294
overlay, 693-719
packet-switched, 459
performance, 40-50
as pipes, 45
requirements, 6-19
resource sharing, 11-14
ring, 124-33
security, 586638
sensor, 14849
support for common services,
14-19
switched, 8

virtual circuit, 172-79
wireless, 13347
Network software
example application, 3336
implementing, 3040
sockets, 31-33
Next Generation IP (IPng), 357
Next hop router, 251
NEFS (Network File System), 16
Nodes, 7-10, 66-71
addresses, 9
aggregation points, 149
cluster head, 149
defined, 7
exposed, problem, 139
failure, 149
hidden, problem, 139
illustrated, 8
leaf set, 708
mobility, 142
source, 10
Nonforgeability, 588
Nonrepudiation, 587
Nonreturn to zero inverted
(NRZI) encoding, 81-82
Nonreturn to zero (NRZ)
encoding, 80-81
baseline wander, 80
clock recovery, 80-81
defined, 80
illustrated, 81
NSFNET backbone, 298

o

One-to-many communication,

330

Online Cerrificate Status Protocol

(OCSP), 603
Open issues

application-specific protocols,
44142

computer networks meet
consumer electronics,
577-78

denial-of-service, 632-33

deployment of IPv6, 358
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future of switching, 219
inside versus outside the
network, 525
new network architecture,
720-21
sensor networks, 148—49
ubiquitous networking, 51-52
Open Network Computing RPC
(ONCRPQ), 419
Open Shortest Path First Protocol
(OSPF), 283-86
additional hierarchy, 283
authentication of routing
messages, 283
defined, 283
features, 283—84
header format, 284
link-state advertisement, 285
load balancing, 284
message types, 284
routers running, 284
type of service (TOS)
information, 285, 286
See also Link-state routing
Open Systems Interconnection
(OSI) architecture, 26-28,
86
application layer, 27
data link layer, 26
defined, 26
illustrated, 27
network layer, 26
physical layer, 26
presentation layer, 27
transport layer, 27
See also Network architectures
Optical amplifiers, 181
Optical switches, 181-82
Optical switching, 180-83
Organization for the
Advancement of Structured
Information Standards
(OASIS), 676
Orthogonal frequency division
multiplexing (OFDM), 138
Out-of-band data, 407
Output ports, 210
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Overlay nodes, programming,
696
Overlays, 693-719
content distribution, 71419
end system multicast, 697-700
layered on physical networks,
694
multicast tree embedded in, 699
multiple, 693
ossification and, 695-96
peer-to-peer, 702-14
resilient, 701-2
RON, 701-2
routing, 695-702
routing overlays, 695702
structured, 705-10
See also Applications

P

Packet exchange diagrams, 1034
Packets

classifying, 513-15

contention, 167

defined, 13

failures at, 18

FDDI, 240

FIFO, 13

fixed-length, 197

forwarding, 19

fragmented, 242

IP format, 237-39

link-state (LSPs), 277-78

RTCP, 434

RTP, padding, 432

size, 212, 295

unfragmented, 242

variable-length, 196

in virtual circuit networks, 175
Packet scheduling

algorithms, 515

defined, 507, 513

details specification, 514
Packets per second (PPS) rate,

212

Packet-switched networks, 459

defined, 8

store-and-forward, 9
Packet switches. See Switches
Packet switching, 166-231
forwarding and, 16883
implementation, 208-18
performance, 20818
source routing, 179-83
virtual circuit, 172-79
Peer interfaces, 21-22
defined, 21
illustrated, 22
Peer-to-peer networks, 702-14
BitTorrent, 710-14
decentralized, 703
Gnutella, 703-5
objects, locating, 710
self-organizing, 703
structured overlays, 705-10
See also Overlays
Performance, 40-50
application needs, 48-50
bandwidth, 4044
delay x bandwidth product,
44-46
high-speed networks, 4648
latency, 40-44
measured, 41
mobile networks, 294
MPEG, 569-70
switch, 211-14
Per-hop behaviors (PHBs), 517
assured forwarding (AF),
518-22
expedited forwarding (EF), 517
Periodic updates, 271-72
Permanent virtual circuits
(PVCs), 173
P frames, 566, 567, 574
Piconet, 136, 137
Playback buffer, 428
illustrated, 502
operation, 502
Playback point, 502, 505
Playback time, 501
Point-to-point links, 7
Point-to-Point Protocol (PPP),
84-87

Policies, 717-19
Policing, 510
Polynomial arithmetic modulo 2,
97
Port Mapper, 421
Ports
buffering function, 213
communication, 211
inpug, 210, 212
output, 210
switch, 210-14
Post Office Protocol (POP), 649
P-persistent algorithm, 121
Presentation format, 542, 544-57
ASN.1, 551-52
conversion strategy, 54647
data types, 54546
encoding/decoding, 544
examples, 549-53
NDR, 553
stubs, 54849
tags, 54748
taxonomy, 54549
XDR, 549-51
XML, 553-57
See also Data
Pre-shared key (PSK) mode, 625
Pretty Good Privacy (PGP),
602-3, 613-15
confidentiality, 613
defined, 602
key signing parties, 603
message preparation steps, 614
sender authentication, 613
See also Secure systems
Priority queuing, 469
Private key, 593
Processes, 37
Process models, 37-39
process-per-message, 3738
process-per-protocol, 37, 38
Profiles, 675-76
Programmed 1/0 (PIO), 68
Propagation delay
defined, 44
speed-of-light, 42
Protocol graphs



defined, 22
illustrated example, 23
running switches, 169
SunRPC on UDP, 420
Protocol-independent multicast
(PIM), 334-38
bidirectional (BIDIR-PIM),
341-43
defined, 334
dense mode (PIM-DM), 334
designated router (DR), 335
operation, 336
sender-specific state, 337
shared trees, 335, 337
source-specific multicast
(PIM-SSM), 340
source-specific trees, 335, 338
sparse mode (PIM-SM), 334
Protocols
application-specific, 44142
asynchronous, 419
defined, 21
family, 32
implementation issues, 37-39
interoperation, 23
services, 31
specifications, 23
synchronous, 419
See also specific protocols
Protocol stacks, 23

Protocol-to-protocol interface, 37

Proxy ARP, 292
Pseudoheader, 383
Pseudowire emulation, 352
Public-key authentication
protocols, 606-7
Public-key certificates, 600
Public-key ciphers, 593-95
ElGamal, 595
RSA, 594-95
speed, 595
Public key infrastructure (PKI),
600
Public keys, 593
authentication with, 595
predistribution, 599601

Q

Q.2931, 195
Quality of service (QoS),
499-524
application requirements,
500-505
ATM, 521-23
coarse-grained, 505
defined, 14, 500
differentiated services, 516-22
emerging approaches, 524-25
equation-based congestion
control, 522-24
fine-grained, 505
integrated services, 50616
multiple, 462
quantitative guarantees, 462
RPR support, 132
RSVP, 505, 510-13
virtual circuit network, 178
Quantization
equation, 563-64
phase, 563—64
table, 564
Queuing
DiffServ, 690
disciplines, 467-74
fair (FQ), 469-74
FIFO, 467, 46869
priority, 469

weighted fair (WFQ), 473-74,

521-22
Quick start, 482, 483

Random early detection (RED),

487-93

average queue length
computation, 48889, 490

DECbit versus, 488

deployment in Internet, 492

drop probability function, 491

early random drop, 488

with explicit feedback scheme,
488

Index 799

implementation, 487
queue length thresholds, 489,
492
random nature, 492
weighted (WRED), 520-21
See also Congestion avoidance
Rate-based design, 411, 463
Real-time applications, 500
adaptability, 504-5
audio example, 501-3
distinguishing characteristic,
500
intolerant, 5034
loss tolerance, 503
QoS requirements, 500-505
taxonomy, 503-5
tolerant, 5034
Real-time Transport Control
Protocol (RTCP), 430,
433-37
in best-effort networks, 688
block statistics, 435-36
canonical name (CNAME)
concept, 434, 436, 437
defined, 433
functions, 433-34
packet contents, 434-35
packet types, 434
reporting frequency, 435
reports, 435
sender report, 435
source description packet, 436
trafhic, 435
Real-time Transport Protocol
(RTP), 381, 426-37
Application Level Framing
(ALF), 430
contributing source (CSRC),
433
details, 429-33
formats, 430
header format, 430-33
header formar illustration, 431
packets, padding, 432
payload, 430, 431
playback buffer, 428



Real-time Transport Protocol
(RTP) continued
profiles, 430, 432
protocol stack using, 427
requirements, 428-29
standard protocols, 430

synchronization source (SSRC),

433
Reassembly, IP, 248

Receiver-driven layered multicast

(RLM), 574

Receiver-makes-right, 546, 547

Redirectors, 715-16
RED with In and Out (RIO),
518-20
defined, 518
drop possibilities, 518
effectiveness, 520
packet marking, 519
packet order, 520
Relays, 126
Reliability, 18-19
Reliable byte stream, 384411
Reliable flooding, 277-80
defined, 277
design goals, 279
illustrated, 279
See also Link-state routing
Remote method invocation
(RMI), 412
Remote Procedure Call (RPC),
381, 411-26
acknowledgments, 416
at-most-once semantics, 418
channel abstraction, 417
components, 413
DCE-RPC, 422-26
functions, 414
fundamentals, 412-19
identifiers, 414-16
implementations, 419-26
layer, 414-15
mechanism illustration, 413
Open Network Computing
(ONC), 419
recurrent challenges, 415
reliability, 418

reliable, timeline, 416, 417
SunRPC, 420-22
as synchronous protocols, 419
timeline, 412
timeouts, 416
zero-or-more semantics, 418
See also End-to-end protocols
Reno algorithm, 494, 495
Repeaters, 181
defined, 117
illustrated, 118
Replay attack, 587, 604
Request/reply channels, 17
Request/Reply Protocol (RRP),
22
communication with peers, 22
demultiplexing key, 26
Request to Send (RTS) frame,
140
Reservation-based design, 462-63
Resilient Overlay Network
(RON), 701-2
defined, 702
scaling, 702
Resilient Packet Ring (RPR),
131-33
buffer insertion, 132
counterrotating optical fiber
rings, 132
in MANSs, 132
QoS support, 132
Resource allocation
defined, 458
effective, 464—66
elements, 457
evaluation criteria, 464—67
fair, 46667
feedback-based, 462—-63
host-centric, 462
issues, 458-67
for multimedia applications,
688-93
problem, 456
rate-based, 463
reservation-based, 462—63
router-centric, 462
taxonomy, 462-64

window-based, 463
Resource records, 661, 662
Resource reservation, 507
Resource Reservation Protocol
(RSVP), 505, 510-13
defined, 510
integrated services deployment
and, 514-15
key assumptions, 510
messages, 511, 512
receiver-oriented approach, 511
reservation styles, 513
soft state, 510
Resource sharing, 11-14
REST architecture, 670, 676-78
defined, 676
state representation, 678
states, 678
See also Web Services
Reverse path, 511
Reverse path broadcast (RPB),
333, 334
Reverse path forwarding (RPF),
333
RFC 822, 64344
Rings, 124-33
defined, 124
dual-fiber, 131
early forms, 125
FDDI, 124, 130-31
features, 124-25
future, 132
IBM Token Ring, 124
illustrated, 125
node failure, 125
RPR, 131-33
RIPQoS, 518
Round-trip time (RTT), 42, 44,
524
channel, 45
defined, 42
Route aggregation, 304, 305
Router-centric design, 462
Routers
area border (ABRs), 316, 317
block diagram, 295



bottleneck, 459

contacting with tunnels, 265

defined, 9

designated (DR), 335

edge, 349

implementation, 294-97

label switching (LSRs), 347

MPLS-enabled, 344

multiple flows passing through,
461

next hop, 251

PIM-SM, 334

running OSPE, 284

running RIP, 277

sender-specific state, 337

soft state, 510

switches versus, 253

Routing, 266-97

behavior, monitoring, 289-90

congestion control versus, 459

defined, 9, 171

distance vector, 269-77

distributed nature, 269

domains, 267, 307

forwarding versus, 266

interdomain, 306-15

intradomain, 267

IPv6, 319-20

link state, 269-86

metrics, 286-89

for mobile hosts, 289-94

multicast, 33243

network as graph, 268-69

optimality, 318

OSPF, 28386

policies, 307

RIP, 275-77

source, 179-83

through banyan network, 217

triangle, 293

Routing areas, 316-18

defined, 316

illustrated, 316

Routing Information Protocol
(RIP), 275-77

defined, 275

example network running, 276

packet format, 276
router running, 277
See also Distance-vector routing
Routing overlays, 695-702
Routing tables, 170
BGP, 315
distance-vector routing, 270,
271
example rows, 267
forwarding tables versus,
266-67
link-state routing, 282
unicast, 333
RSA (Rivest, Shamir, and
Adleman), 594-95
Run length encoding (RLE), 559
Runt frames, 122

S

Satellite communication, 147
Satphones, 147
Scalability, 515-16
Scanning, 141
Schemas, XML, 555
Sdr defined, 6
Secure Hash Algorithm (SHA-1),
597
Secure HTTP (SHTTP), 618-19
Secure Shell (SSH), 615-17
defined, 615
port forwarding, 617
protocols, 616
SSH-CONN, 616, 617
SSH-TRANS, 616
Secure Socket Layer (SSL), 618,
619
Secure systems, 61326
802.11, 625-26
IPsec, 622-25
PGP, 613-15
SSH, 615-17
transport layer, 618-22
Security, 586638
authentication protocols,
604-13
authenticators, 595-98
cryptographic tools, 589-98
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firewalls, 626-30
key predistribution, 599604
mobile networks, 294
transport layer, 618-22
wireless, 625-26
Security parameter index (SPI),
623
Segmentation and reassembly
(SAR), 200-205, 295
Segments, 388, 398
Selective acknowledgments, 107,
409
Self-certifying certificates, 601
Self-clocking solution, 402
Self-routing fabrics, 215-16
defined, 215-16
illustrated, 217
scalability, 216-17
See also Fabrics
Semantic gap, 19
Sender-specific state, 337
Sensor networks, 148—49
Separation of concerns, 115
Server-nonce, 620
Servers, 32
ARP, 258
authentication, 626
backend, 714
defined, 17
DHCP, 259, 260
name, 659-63
in network software
implementation, 35-36
surrogates, 714
See also Clients
Service classes, 506
Service interfaces
defined, 21
illustrated, 22
Service model, 23648, 461-62
best effort, 236, 237
datagram delivery, 236-37
fragmentation and reassembly,
239-42
implementation, 24248
packet format, 237-39
See also Internet Protocol (IP)
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Session Description Protocol
(SDP), 680-82
defined, 680
information extraction, 681
messages, 682, 693
Session Initiation Protocol (SIP),
682-86
capabilities, 682-83
defined, 682
operation support, 686
proxies, 683-84
registration capabilities, 686
session messages, 685
signaling coordination, 692
URI, 684
Session keys, 599, 631
Shannon’s theorem, 75-76
Shared bus switch, 214-15
Shared memory switch, 215
Shared trees, 335, 337
Signaling, 195
defined, 507
SIP, coordination, 692
Signals
attenuation, 78
defined, 71
encoded, 71
Silly window syndrome, 401, 402
Simple Internet Protocol Plus
(SIPP), 319
Simple Mail Transfer Protocol
(SMTP), 29, 642, 64648
client, 648
example, 64748
server, 648
sessions, 647
Simple Network Management
Protocol (SNMP), 289,
642, 666-68
client, 668
defined, 666
MIB, 667
Single probability calculations,
96-97
Sliding window, 105-15
algorithm, 105-8
defined, 105

finite sequence numbers, 108-9
implementation of, 109-14
largest acceptable frame, 106
last acknowledgment received,
105
last frame received, 106, 110
last frame sent, 105
negative acknowledgment, 107
next frame expected, 110
on receiver, 106
receive window size, 106
selective acknowledgments, 107
on sender, 106
send window size, 105
Sliding Window Protocol (SWP),
109
header, 112
protocol-specific
implementation, 111-12
receive side, 111
Slow start, 477-83
defined, 477
packets in transit, 478
phase, 480
run situations, 479
See also Congestion control
Smart dust, 149
SOAP
defined, 670, 672-73
faults, 675
feature abstraction, 673
feature specification, 673
header blocks, 673
intermediary nodes, 674-75
message structure, 674
modules, 674
as standard, 675
use, 673
See also Web Services
Sockets, 31-33
creating, 32
interface, 31, 32
Soft state
defined, 460
of routers, 510
Source-based congestion
avoidance, 493-99

algorithms, 493-94
congestion window versus
observed throughput rate,
496
TCP Vegas, 494-99
See also Congestion avoidance
Source routing, 179-83
in datagram networks, 182
defined, 179
headers, 182
strict/loose, 183
in switched network, 180
in virtual circuit networks, 182
Source-specific multicast (SSM),
340
defined, 331
PIM-SSM, 340
Source-specific trees, 335, 338
Spanning tree
algorithm, 187-92
defined, 188-89
with ports not selected, 190
Spatial reuse, 132
Speed-of-light latency, 42
Split horizon, 273
Spread spectrum techniques,
78-79
Spyware, 630
Star topology, 168
Stateful firewalls, 628
Stateless autoconfiguration, 327
Stateless firewalls, 629
State Transition Diagram (TCP),
391-94
CLOSE state, 393, 394
defined, 392
ESTABLISHED state, 393
illustrated, 392
LISTEN state, 392, 393
semantics, 392
state transition events, 392
syntax, 392-93
Statistical multiplexing, 12-14
defined, 12
upper bound, 12
See also Multiplexing



Steering, 132
Stop-and-wait algorithm, 102--5
defined, 102
shortcoming, 104
timeline, 104
Storage area networks (SANG), 15
Store-and-forward, 9
Streaming
applications, 426
audio, 4
video, 4
Structured overlays, 705-10
consistent hashing, 706
defined, 705
distributed hash tables (DHTs),
707,710
nodes, 707-9
objects, locating, 710
probabilistic bound, 710
See also Overlays; Peer-to-peer
networks
Stub AS, 309
Stubs, 548-49
Subnet mask, 300
Subnet number, 300
Subnetting, 299-303
defined, 299
example, 301
forwarding table, 302
multiple subnets, 303
scalability solution, 303
Subscriber stations, 143
SunRPC, 419, 420-22
defined, 420
header formats, 421
implementation, 420
protocol graph, 420
semantics, 422
two-tier identifiers, 420
See also Remote Procedure Call
(RPC)
Suppress-replay attack, 604—5
Swarms, 711
Switched networks
circuit-switched, 8
illustrated, 8
packet-switched, 8, 9

Switched virtual circuits (SVCs),
173
Switches
ATM, 205, 218, 34748
bridges versus, 252
buffers as delay source, 214
congested, 14, 167
contention problem, 167
crossbar, 215
defined, 9
Ethernet, 207
fabrics, 210, 211, 214-18
implementation, 20818
input port, 210, 212
LAN, 183-94
link connection, 169
optical, 181-82
packet, 166
performance, 208-18
ports, 21014
protocol graph running, 169
queues, 196
router versus, 253
shared bus, 214-15
shared memory, 215
star topology, 168
with three input/output ports,
169
throughput, 211-14
workstation as, 210
Symmetric-key authentication,
607-11
Kerberos, 608-11
master key, 607
Needham-Schroeder, 608, 609
Symmetric-key ciphers, 591-93
3DES, 592-93
AES, 593
DES, 591-92
Symmetric keys
encryption/decryption, 589
predistribution, 604
Synchronous Optical Network
(SONET), 89-91
defined, 89
frames, 207
frames out of phase, 91

framing, 182

links, 89, 91

multiplexers, 350

multiplexing support, 90

STS-1 frame, 90, 91
Synchronous protocols, 419
Synchronous time-division

multiplexing (STDM), 12

Systems approach, 640
System throughput, 716

T

Tags, 54748
architecture, 548
defined, 547
length, 548
type, 548
Tahoe algorithm, 495
TCP-friendly congestion control,
523, 524
TCP/IP architecture. See also
Internet architecture
TCP Vegas, 494-99
calculations, 496-97
congestion avoidance, 496
congestion window decrease,
499
current sending rate, 497
intuition behind, 495
multiplicative decrease, 499
race of congestion-avoidance
mechanism, 499
Thick-net, 117
Thin-net, 117
Threads, 37
Three-way handshake, 390-91
defined, 390
timeline, 391
See also Transmission Control
Protocol (TCP)
Throughput. See Bandwidch
Ticket-granting server (TGS),
610
Time division duplexing (TDD),
144
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Time division multiple access
(TDMA), 146
Timelines, 1034
reliable RPC, 416, 417
RPC, 412
for sliding window algorithm,
105
for stop-and-wait, 104
three-way handshake, 391
Timeouts, 102
Timestamp, 408
Time to live (TTL), 280, 386
Token holding time (THT), 127
Token Ring, IBM, 124
Token rings
FDDI, 124, 130-31
frame format, 130
IBM, 124
MAC, 127-29
maintenance, 129-30
relay, 126
Token rotation time (TRT), 130
Traceroute tool, 290
Traditional applications, 642-68
Traffic
confidentiality, 586
local, 309
modeling, 213
RTCP, 435
transit, 308, 309
Trailers, 24
Transit AS, 309
Transit traffic, 308, 309
Transmission Control Protocol
(TCP), 4, 29, 384411
adaptive retransmission, 403—7
advertised window, 394, 397,
409
alternative design choices,
410-11
as byte-oriented protocol,
387-90
byte stream management, 388,
407
byte stream support, 384
congestion control, 385,
477-85

connection establishment/
termination, 390-94

connections, 385, 389, 407

defined, 384

effective window, 397

end-to-end issues, 38587

explicit connection
establishment phase, 385

explicit setup/teardown phases,
411

extensions, 408-9

faster, 481-83

flow control, 385, 396-99

header format, 388

header length, 441

push operation, 408

receiver buffer, 395

record boundaries, 407-8

reliability through
retransmission, 442

reliable and ordered delivery,
395-96

Reno, 494, 495

for request/reply applications,
410

round-trip latencies, 438

sawtooth pattern, 477

segment format, 387-90

segments, 388, 398

selective acknowledgments, 409

send buffer, 395

state-transition diagram,
391-94

Tahoe, 494, 495

three-way handshake, 390-91

throughput, 482

timeout mechanism, 408

timestamp, 408

transmission trigger, 400-403

Vegas, 494-99

as window-based protocol, 411

window size requirement, 400

wraparound protection,
399400

Transport Layer Security (TLS),

618-22

defined, 618

handshake protocol, 619-21
premaster secret, 621
record protocol, 619, 621-22
Transport selectors, 421
Triangle routing, 293
Triggered updates, 272
Triple DES (3DES), 592-93
Trivial File Transport Protocol
(TFTP), 29
Tunneling, 322, 323
Tunnels
forwarding ATM cells along,
353
MPLS, 352-56
router contracting with, 265
through intetnetworks, 264
Two-dimensional parity, 93-94
Type of service (TOS)
information, 285, 286
Type tags, 548

U

Ubiquitous networking, 51
Unicast
addresses, 120, 321-24
defined, 10
routing table, 333
See also Multicast
Uniform resource identifiers
(URIs), 654-55, 684
Uniform Resource Locators
(URLs), 4, 654-55, 716
Universal Mobile
Telecommunications System
(UMTS),
14647
Unmarshalling, 544
Unreliable service, 237
Unspecified bit rate (UBR), 521,
522
User Datagram Protocol (UDP),
29, 260, 382-84
checksum, 383
defined, 382
header format, 382



length field, 383

message queue, 384

pseudoheader, 383

round-trip latencies, 438

throughput, 439

See also End-to-end protocols
User-network interface (UNI),

199

\'

Variable bit rate — nonreal-time
(VBR-nrt), 521, 522
Variable bit rate — real-time
(VBR-rt), 521, 522
Vat tool, 426
defined, 6
newer versions, 427
user interface, 427
Vegas algorithm, 494-99
calculations, 496-97
congestion avoidance, 496
congestion window decrease,
499
current sending rate, 497
intuition behind, 495
multiplicative decrease, 499
race of congestion-avoidance
mechanism, 499
Very high rate digital subscriber
line (VDSL), 76, 77
Vic, 5-6
Video
application classes, 5
compression, 566-70
interactive, 5
streaming, 4
Videoconferencing, 5
Video-on-demand, 5

Virtual circuit identifiers (VCls),

173, 205
Virtual circuit networks
ATM, 179
packets in, 175
QoS, 178

source routing in, 182

Virtual circuits (VC), 172

permanent, 173
switched, 173
table entries, 174

Virtual circuit switching, 170,

172-79

buffer allocation, 177
characteristics, 177
connection setup, 172, 173
data transfer, 172
use of, 218

Virtualization, 702

Virtual LANs (VLANs), 193
backbone, 193
header, 194

Virtual paths, 205-6
example, 206
identifier (VPI), 205, 206

Virtual private networks (VPNs),

179, 262-63
defined, 26263
illustrated, 264
implementation, 694
MPLS, 352-56
Viruses, 630
Voice over IP (VolP), 52, 426,
689

w

‘Wavelengths, 71
Wb, 6
Web Services, 66878
defined, 670
REST, 676-78
SOAP, 670-76
See also Applications
Web Services Description
Language (WSDL)
defined, 670
documents, 672
message exchange patterns
(MEPs), 671
multiple bindings, 672
operation model, 671
parts, 671-72
as standard, 675
use, 671

Index 805

Weighted fair queuing (WFQ),
473-74, 521-22
Weighted RED (WRED),
520-21
Wide area networks (WANs), 14,
15
Wi-Fi, 79, 137-44
access points (AP), 140, 141
collision avoidance, 13840
defined, 137-38
distribution system, 140—42
frame format, 142-43
node mobility, 142
physical properties, 138
See also Wireless technologies
Wi-Fi Protected Access 2
(WPA2), 625
WiMAX, 79, 14344
base stations, 14344
connections, 144
defined, 143
frames, 144
as MAN, 143
physical layer protocols, 143
subscriber stations, 143
See also Wireless technologies
Window-based design, 463
Wireless links, 1, 77-79
defined, 77
signal attenuation, 78
spread spectrum, 78-79
See also Links
Wireless networks, 133—47
ad hoc, 135
base stations, 133, 134
illustrated, 134
mesh, 135
Wireless security, 625-26
Wireless technologies
Bluetooth, 136-37
cell phone, 14547
overview, 134
types of, 133
Wi-Fi, 13743
WiMAX, 14344
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architecture, 67
as packet switches, 210
Worldwide Interoperability for
Microwave Access. See
WiMAX
Worms, 630

Wrapping, 132
WS-I Basic Profile, 676
WS-1 Basic Security Profile, 676

X

XML, 553-57
defined, 554
namespaces, 556-57

Schema Definition (XSD), 555,
556

schemas, 555

syntax, 554
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Zero-or-more semantics, 418
Zones, 659, 660



